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Since the first edition of this book appeared, some things in the AI programming world have changed a great deal, and some things are almost exactly the way they were five years ago. Perhaps the most significant development has been the appearance of COMMON LISP, documented in abundant detail by Guy Steele [102]. All of the LISP code in this new edition has been rewritten in COMMON LISP. COMMON LISP is a pleasant surprise, given the normal result of compromise solutions designed by committees. It manages to be a synthesis of many of the best ideas present in modern LISP dialects, rather than a fossilization of the worst. While there are other dialects that have a more coherent semantics, such as SCHEME [82] and T [81], COMMON LISP is more than adequate for our needs.

The choice of COMMON LISP has affected the contents of this book in several ways. First, many features that we spent some time developing and adding to our earlier dialect of LISP are already available in COMMON LISP. In some cases, we have therefore just described the COMMON LISP feature. In other cases, we have retained the developmental material in order to explain the underlying principles.

COMMON LISP is a "large" language, and we cover only part of it; some of the best-designed features allowed us to remove material from the first edition that dealt with the friendly but limited dialect we used then, UCI LISP. Gone are the sections on FEXPRs and LEXPRs; while we still discuss the issue of extending the language by adding new data types, COMMON LISP's DEFSTRUCT is an example of a tool that we had to build from scratch in UCI LISP.

We considered both SCHEME and T for this edition. SCHEME has the right essential semantics for programming, such as lexical scoping and closures, and
T extends that to include the right primitives for object-oriented programming and language-extension via macros, as well as a host of well-designed support features. (The next edition (!) will probably be in T.) Happily, many of these ideas are also present in COMMON LISP, and given its greater visibility, we chose it instead. In particular, the availability of lexical closures has allowed us to re-implement a number of disparate ideas in a uniform manner.

One problem with COMMON LISP is that it is not yet widely available. Most implementations exist only on very large machines. While this situation will certainly change in the next few years, we have tried to ameliorate the problem in two ways. First, we have used only a subset of COMMON LISP in our code. Second, we have provided a glossary describing the subset we used.

In the LISP chapters in Part 1 and in the AI topics in Part 2, five years’ additional experience has led us to provide completely new explanations, examples, and implementations. The original chapter on alternative control structures, which described the implementation of a variation of SCHEME, served two purposes: to introduce some of the power behind lexically scoped languages with procedures as first-class objects, and to give an example of how other languages with very different control structures could be implemented in LISP. Since COMMON LISP is lexically scoped, there is no longer any need to treat that topic separately. The topic of control structure in SCHEME is now described briefly in a new chapter on higher-order functions, continuations, and coroutines. Some of the flavor of implementing interpreters can be gleaned from a new chapter on production systems. (For more information on SCHEME and implementing a SCHEME interpreter, the interested reader is referred to Abelson and Sussman [2].)

The chapter on production systems illustrates several aspects of AI programming. A production system is much easier to implement than a deductive retriever, and correspondingly more limited in power. Production systems, however, have proved to be very useful in the development of expert systems, which are the basis for most of the commercial AI work at the moment.

As before, the intended audience of Artificial Intelligence Programming remains the advanced undergraduate or early graduate student in AI. Although the material involved requires only modest knowledge of programming, the student who has had the most experience in creating AI programs already will understand best the benefits of the techniques described. In addition, in response to the changing nature of AI in industry, we have changed the text to be a bit more like a cookbook. It has turned out that many people learning AI programming are doing so on their own, either at home or at work. Many of them prefer to begin with working pieces of code that they can then extend, rather than inadequate pieces of code that are then corrected in the text and exercises. This latter technique works in classrooms, but not in a self-study situation. Therefore, we have eliminated almost all figures with deliberately incorrect code, and added an appendix with the answers to nearly all the exercises in the book. We have also removed the chapters on the sample course project.
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PREFACE TO THE FIRST EDITION

Artificial Intelligence (henceforth AI) is still a field where disagreement is more common than solid theory, and interesting ideas more common than polished programs. Yet there is slowly coming into being a small core of accepted (though not universally accepted) theory and practice. This book is an attempt to gather together the "practice" aspect of this "core" AI.

The "practice" of AI is, of course, the writing of programs. AI problems are usually ill-defined and the theories proposed are often too complex and complicated to be verified by intuitive or formal arguments. Sometimes the only way to understand and evaluate a theory is to see what comes next. To find this out, and to check for obvious inconsistencies and contradictions, we write programs that are intended to reflect our theories. If these programs work, our theories are not proved, of course, but at least we gain some understanding of how they behave. When the programs don't work (or we find ourselves unable to program the theories at all), then we learn what we have yet to define or re-define.

With this emphasis on programming, it becomes important that an AI researcher have a wide library of programming tools available. This is particularly true because of the "level" problem. That is, your theory describes what to do at a fairly high level, but you need to tell the machine what to do at a low level. So a theory of, say, coherency in conversation, will in all probability say nothing about pattern matching or efficient data retrieval. It is not that these topics are not worthy of their own theory. How people manage to retrieve knowledge efficiently under a wide variety of circumstances is a fascinating
question. But if you are worried about conversation, it is simply not your department.

The intent of this book is to give you a wide variety of commonly used tools for programming Artificial Intelligence theories: discrimination nets, agendas, deduction, data dependencies, backtracking, etc. By having these tools, we hope you will find that your programs better reflect your intentions.

Almost all of the ideas that are described here are in common use, particularly at the larger Artificial Intelligence centers. But very few of them have ever been written down in one place. There are a number of books that introduce you to Lisp (although none of them are completely satisfactory), and there are a number of books on theories and algorithms in Artificial Intelligence. Until now, however, there have been no books that fill in the middle ground and present the methods that all the old-timers know for getting from theory to practice. That is what this book is all about.

The major problem in writing a book such as this is that of selection. In some cases it is easy. It seems unlikely that anyone would seriously contest our inclusion of discrimination nets, pattern matching, or agendas. These techniques have been used by many researchers in the field and in a variety of problem areas—from natural language comprehension to problem solving to medical diagnosis. However once one moves beyond this handful of topics, or even starts getting specific about the type of pattern matching, or agenda, then consensus is not so easy. So to some degree the selections made in this book are personal ones. Of course, to say they are personal is not to say they cannot be defended on scientific grounds, but rather that the defense would take the form of an extended debate on the nature of AI and where it is going. For example, data dependencies receive a chapter to themselves here in spite of the fact that they are fairly new on the scene and hence relatively untested, at least compared to something like unification pattern matching. Naturally we try to show the usefulness of these ideas, but only to show how the ideas are motivated, not to defend particular approaches against competitors. Such a defense would be well worth having, but it would be out of place in a text such as this.

Selection also implies that some things are omitted, and there are at least two notable omissions from these chapters. One of these is inadvertent. The techniques discussed here all come from what might be thought of as "abstract" AI. That is, if we think of AI programs on a spectrum from "concrete" programs which must deal with the real world in terms of sound and light input (or sound and muscle output) to "abstract" programs which only deal with abstractions, the techniques described here fall most naturally towards the abstract end. This book does not have the space and the authors do not have the expertise to do justice to the concrete end of things.

A second omission is quite deliberate. We have made no attempt to survey, much less teach, the many AI languages (Conniver, QA-4, KRL, etc.). This stems from our conviction that at present there is no commonly agreed-upon set
of functions above the level of list processing which everyone would agree is useful in a wide variety of AI settings. Experience has shown that each major project has found it necessary to build up its own tools, starting, typically, from LISP. We do not see this situation as likely to change in the foreseeable future. Hence rather than covering the basics of the various languages we have tried instead to explain the techniques which typically lie behind these languages.

The book is divided into two parts. Since almost all serious programming in Artificial Intelligence is done in the language LISP, Part 1 tells you how to improve your general abilities as a LISP programmer. [The first chapter covers] most of the basic LISP concepts needed for the rest of the book. We intend the introductory material to cover all the concepts of LISP needed later, but if you have never programmed in LISP before, we recommend that you spend some time writing simple LISP programs until you get a feel for the language.

The [second through seventh] chapters are concerned with the many features found (or implementable) in LISP that make the language an attractive one to use. Many of the ideas that pass under the rubric of "structured programming" will be found here. Although LISP is almost as old as FORTRAN, it is surprisingly amenable to things like top-down programming and data types.

Part 2 contains more advanced and complex techniques. Since this book is intended not just to be a description of ideas, but also to give you a chance to learn the craft of Artificial Intelligence, we present actual LISP implementations of all the ideas discussed, along with exercises which modify and extend the code. These exercises are intended to make you familiar, in a practical hands-on way, with the techniques involved. We hope that the exercises will inspire you to experiment and learn on your own.

This book is intended mainly for use as a textbook for an AI course in which programming is emphasized. This could be either an advanced or a fast elementary course. The book might also be used as an auxiliary text for a systems course; for this purpose, the chapters on macros, structured programming, and alternative control structures would be most useful.
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Lisp has jokingly been called "the most intelligent way to misuse a computer." I think that description is a great compliment because it transmits the full flavor of liberation: it has assisted a number of our most gifted fellow humans in thinking previously impossible thoughts.

— Edsger Dijkstra

LISP was the world's first elegant language, in the sense that it provided a parsimonious base with rich possibilities for extension. LISP has been applied mainly to problems of symbolic manipulation and artificial intelligence, partly because manipulating symbols is so easy in LISP, and partly because AI programmers tend to be lazy and undisciplined, like pilots who refuse to file a flight plan before taking off, and LISP's interactive structure allows them to get away with this.

1.1 Data Structures

LISP data structures are called "S-expressions." The S stands for "symbolic." In this text, the terms "S-expression" and "expression" are used interchangeably. An S-expression is

1. a number, e.g., 15, written as an optional plus or minus sign, followed by one or more digits.
2. a symbol, e.g., NODE, written as a letter followed by zero or more letters or digits.
3. a *string*, e.g., "This is a string", written as a double quote, followed by zero or more characters, followed by another double quote.
4. a *character*, e.g., #\'q, written as a sharp sign, followed by a backslash, followed by a character. (Numbers, symbols, strings, and characters are called *atoms*. There are other kinds of atoms. We will see them in later chapters.)
5. a *list* of *S*-expressions, e.g., (A B) or (IS TALL (FATHER BILL)), written as a left parenthesis, followed by zero or more *S*-expressions, followed by a right parenthesis.

Parentheses are more significant in *Lisp* than they are in most other programming languages. Parentheses are virtually the only punctuation marks available in *Lisp* programs. They are used to indicate the structure of *S*-expressions. For example, (A) is a list of one element, the symbol A. ( (A) ) is also a list of one element, which is in turn a list of one element, which is the symbol A. Notice also that the left and right parentheses must *balance*. That is, a well-formed *S*-expression has a right parenthesis to close off each left parenthesis.

1.2 Program Structures

**Syntax**: The syntax of a *Lisp* program is simple: Every *S*-expression is a syntactically legal program! That is, any given data structure could be executed as a program. Most of them, however, fail on semantic grounds.

**Semantics**: The function that executes *S*-expressions (and hence defines the semantics of *Lisp*) is called **EVAL**. **EVAL** takes one *S*-expression and returns another *S*-expression. The second expression is called the *value* of the first expression. We notate this as *expression* \(\Rightarrow\) *value*.

The rules for evaluation are fairly simple.

**Rule 1**: If the expression is a *number*, a *string*, a *character*, the symbol T, or the symbol NIL, then its value is itself. So 5 \(\Rightarrow\) 5.

**Rule 2**: If the expression is a *list* of the form

\[(function\ arg_1 \ldots \ arg_n)\]

then the value is found by first evaluating each argument (*arg* 1 to *arg* n), and then calling *function* with these values. For the moment, all our functions are named by symbols. For example, the symbols + (for addition) and * (for multiplication) name functions that are defined in *Lisp* for doing arithmetic.

\[
\begin{align*}
(+\ 15\ 2) &\Rightarrow 17 \\
(*\ 3\ 5) &\Rightarrow 15 \\
(+\ (*\ 3\ 5)\ 2) &\Rightarrow 17
\end{align*}
\]
Note that in order to evaluate the last expression, each argument has to be evaluated first. Since the first argument is itself a list, \((\ast 3 5)\), **Rule 2** is applied again, and the arguments, 3 and 5, are evaluated. By **Rule 1**, they evaluate to themselves. They are passed to the multiplication procedure, \(*\), which returns 15. Similarly, 2 evaluates to itself, and 15 and 2 are passed to \(+\), which returns the number 17.

**Rule 3**: If the expression is a list of the form

\[(\text{reserved-word} \ \text{arg}_1 \ldots \text{arg}_k)\]

then the value depends completely on the definition of \text{reserved-word}. The arguments may or may not be evaluated. Reserved words are named by symbols, just as functions are.

One such reserved word is \texttt{SETQ}. \texttt{SETQ} is used for assigning values to symbols. \((\text{SETQ} \ \text{symbol} \ \text{expression})\) causes \text{symbol} to be "bound to" (or "set to" or "assigned") the value of \text{expression}. The value of \text{expression} is returned as the value of the \texttt{SETQ} (i.e., the value that the \texttt{SETQ}-expression produces).

For example, \((\text{SETQ} \ x \ (\text{+} \ 15 \ 1))\) sets \texttt{x} to 16.

**Rule 4**: If the expression is a symbol, then its value is the last value that has been assigned to it. If no value has been assigned, then an error occurs. So if \texttt{x} is bound to 16, then \(x \Rightarrow 16\). These are the four rules employed by the EVAL, which is part of the LISP interpreter. The interpreter is a program that you run. You type an S-expression and it prints back another S-expression. This second S-expression is the value of the one you typed in. (If something goes wrong, an error message is printed instead of a value).

LISP programs don’t always need to be compiled like ALGOL or FORTRAN programs. That is, you do not have to take a file of LISP text, convert it into internal machine code, and then run the machine code. Instead, you can type LISP text to the interpreter, which evaluates it and types the result back at you as more LISP text.

While interpreting means that programs run slower, it also usually means that you always have your expressions available during execution for inspection and modification. LISP can support very powerful debugging and editing facilities for this reason.

The "top-level" loop of the LISP interpreter can be written in a ALGOL-like language as

\[\begin{align*}
\text{BEGIN} \\
\text{LOOP: EXP := READ (INPUT);} \\
\quad \text{VAL := EVAL (EXP);} \\
\quad \text{PRINT (VAL, OUTPUT);} \\
\quad \text{GO TO LOOP}
\end{align*}\]

This is usually referred to as the **READ-EVAL-PRINT** loop. All three functions are available to the user — that is, when you write a function that uses
the LISP functions READ, EVAL, or PRINT, you are calling the same machine code that the interpreter uses in the READ-EVAL-PRINT loop.

The function READ reads one S-expression. It knows about balanced parentheses and the spaces that terminate numbers and atoms. It takes one argument, a stream, which is a LISP object that indicates the source of the input.

The function EVAL applies the four rules of evaluation to its argument and returns a new S-expression unless an error occurs, in which case an error message is printed.

The function PRINT takes two arguments: an S-expression, which it prints; and a stream, which indicates where the output should be sent. Internally, LISP stores everything as machine addresses, not as character strings. The functions READ and PRINT are responsible for converting strings with letters, numbers, spaces, and parentheses into list structures and back again. It is important to realize that what you type and what LISP reads are character strings, not LISP lists.

For example, every time you type the name of a LISP function like PRINT, you want it to refer to the same internal machine code for printing. The function READ is responsible for taking the characters P, R, I, N, and T and converting them into a reference to a unique address. We will see shortly several other jobs that READ does.

The fact that the interpreter reads what you type and prints back its value explains why very few of the functions we define have any explicit input/output references. In LISP, almost everything is done by passing values between functions, including communication from the user to the interpreter and back.

Furthermore, in LISP, you do not define a "main program" with subroutines. Instead you define a set of functions. One of them may be the only one that you intend to call explicitly at the top level of LISP, but this does not rule out calling any of the others if you want to. All functions are equal in the sight of the LISP interpreter.

Learning LISP is a matter of learning the reserved words and built-in functions, plus the appropriate programming techniques. A list of the reserved words and functions needed for this book appears in the glossary.

When we describe the various functions and reserved words, we need an informal notation for giving the syntax of the LISP expressions they are called with. The following conventions are used:

1. Any word in lowercase italics stands for an arbitrary LISP expression which can be substituted where the word appears. Usually the word suggests what kind of expressions can be used (e.g., atom or expression).
2. Anything that is enclosed in braces and followed by an asterisk stands for zero or more occurrences of that thing, separated by spaces (e.g., {atom}*).
3. Items enclosed in braces and separated by a vertical bar indicate a choice.
For example, `(FLET | LABELS)` means "either FLET or LABELS."

4. Anything else is exactly what should appear in the LISP expression.

Figure 1.1 contains an example of what a LISP expression looks like. It is also a valid LISP program.

```lisp
(LET ((SUM 0))
  (LOOP (IF (EQUAL N 0) (RETURN SUM))
     (SETQ SUM (+ SUM N))
     (SETQ N (- N 1))))
```

FIGURE 1.1 Sample LISP expression

The READ function ignores extra spaces and ends of lines. Therefore, you can (and should) break up expressions over several lines, with a great deal of indentation to set things off, in order to make it easier for you and other programmers to read. There are special printing functions that do this for you automatically.

The program in Figure 1.1 adds up the integers from 1 to N. The reserved words used are LET, LOOP, IF, RETURN, and SETQ. The functions used are EQUAL, +, and -.

LET-expressions are treated like BEGIN/END blocks in ALGOL. The first expression after the LET symbol is a list of pairs (2-element lists). The first item in each pair is a symbol that names a local variable, and the second item is the initial value assigned to that variable. The previous values assigned to these variables are saved. When the evaluation of the LET is finished, these previous values are restored, and whatever values were assigned during the evaluation of the LET are lost.

In this case, the only local variable is SUM. It is bound to 0 when the LET is entered, and re-bound to its previous value when the LET is exited. If it didn't have a previous value, then we say that it was previously "unbound," meaning that it had no value at all, and it becomes unbound once again after exiting the LET.

The rest of the expressions in a LET are called the "body" of the LET. They are normal LISP expressions, and they are evaluated in order. The value of the last of these expressions becomes the value of the LET.

In our example, there is only one LISP expression in the body. It's a LOOP-expression. LOOP is another reserved word, not a function. The expressions inside the LOOP are evaluated in order. After the last expression is
evaluated, they're all evaluated again, and again, forever. The only way out of
a LOOP is to call RETURN.

The first expression inside this LOOP is an "if-then" statement, also known
as a conditional. Its general form looks like this:

\[(\text{IF test consequent alternate})\]

Test, consequent, and alternate are LISP expressions; the alternate is optional;
there isn't one in our example, for instance.

We can read this as, "If test then consequent else alternate." IF starts by
evaluating test. If the result is true, then consequent is evaluated, and its value
becomes the value of the IF-expression. If the result is false, then alternate is
evaluated, and its value becomes the value of the IF-expression. If the result is
false and there isn't an alternate, then the value of the IF-expression is false.

Notice that the if-then-else form in LISP returns a value; in many programming
languages, it does not.

False in LISP is represented by the symbol NIL. True is represented in LISP
by anything that is not NIL. Hence 1, Foo, and (A B C) are all true. The
symbol T is commonly used to represent true. For example, (EQUAL N 0)
returns T if N equals zero, and NIL otherwise.

T and NIL are convenient to use because they are pre-assigned in LISP to
have themselves as their values. That is, the value of T is T, and the value of
NIL is NIL.

(It may take you a while to get used to true being indicated by any non-NIL
expression. Many quasi-predicates like MEMBER take advantage of this broad
definition of true by returning something more useful than a mere T in the case
where they succeed.)

RETURN is a reserved word. It evaluates its argument (SUM in our example),
and then, instead of following the normal rules for evaluation, it breaks out of the
nearest LOOP; the value of its argument becomes the value of that LOOP-
expression.

So if N is zero, then the value of SUM is immediately returned as the value
of the LOOP. Since that's the last (and only!) expression inside the LET-
expression, it also becomes the value that the LET-expression returns.

The other expressions in the LOOP should look familiar by now. We increase
the value of SUM by N, and decrease the value of N by 1. Then because we're
in a LOOP, we start over again with the IF-statement. Eventually, N will be
zero, and SUM will be returned.

Figure 1.2 shows another way of writing the same program.

In this version, we use a different form of conditional expression, COND.
COND is a very elegant construct. Its format is given in Figure 1.3.

Each list inside the COND is called a COND-clause. The first element of each
COND-clause is a test. The tests are evaluated in order until one evaluates to
true, then the expressions in the rest of that test's clause are evaluated. The value
(LET ((SUM 0))
  (LOOP (COND ((EQUAL N 0) (RETURN SUM))
    (T (SETQ SUM (+ SUM N))
      (SETQ N (- N 1))))))

FIGURE 1.2 An alternate version

(COND (test1 {expression}*)
  (test2 {expression}*)
  ...
  (testn {expression}*)

FIGURE 1.3 Format of CONDITIONAL expressions

of the last of those expressions is returned as the value of the whole
COND-expression, and the other clauses are bypassed. Thus, if test1 returns
true, then the expressions following it will be evaluated, and the value of the last
one will be returned. If test1 returns false, then test2 will be evaluated, and so on.

The last test in a COND is often just T. Since T is always true (non-NIL), this
means that if the COND reaches the last branch, that branch will be taken. Thus
the T serves the role of “else” in the conditional.

You may have heard that Lisp is a very strange language, but this example
should demonstrate that it is fundamentally very conventional. Its syntax may
take getting used to, but it has many advantages. By fully parenthesizing
everything, we avoid having to write BEGIN/END or DO/DOD pairs. The
tabular form of conditional means that there is no “dangling ELSE” problem,
and no need to insert clumsy BEGINS and ENDS inside conditional clauses.

We have also seen that there are two ways to do a sequence of operations in
Lisp. We have just looked at LET and LOOP, which allow us to evaluate
expressions in a linear sequence. Earlier we noted that because the evaluation
procedure itself was recursive, evaluating the arguments of one function call
could lead to evaluating other function calls.

For example, the normal LISP way of writing the READ-EVAL-PRINT
loop of the LISP interpreter would be

(LOOP
  (PRINT (EVAL (READ *STANDARD-INPUT*)))
  *STANDARD-OUTPUT*))

Notice that the evaluation is from outside to inside, but that in order to
evaluate the PRINT, LISP first has to evaluate the call to EVAL, and that in
order to evaluate that, LISP first has to evaluate the call to \texttt{READ}. Hence, the actual order of execution becomes \texttt{READ}, then \texttt{EVAL}, and finally \texttt{PRINT}.

1.3 Primitive Operations on S-expressions

Our first example operated on numbers the way any other language would. Lisp is, however, mainly designed for performing symbolic manipulations. Its most important functions are those that apply to symbolic expressions.

Two central functions are \texttt{CAR} and \texttt{CDR}. \texttt{CAR} takes a list and returns the first element of that list. \texttt{CDR} takes a list and returns the rest of the list minus the first element. In some other languages having list structures, \texttt{CAR} and \texttt{CDR} are called \texttt{HEAD} and \texttt{TAIL}, respectively.

With \texttt{CAR} and \texttt{CDR} we can get at any subpart of a list structure. For example, by taking the \texttt{CDR} of a list, followed by the \texttt{CAR} of the result, we get the second element of the original list. By taking two \texttt{CDR}s and then a \texttt{CAR}, we get the third element, and so on.

Assume we have the list \((\texttt{A B C})\). We immediately run into a problem if we try to apply \texttt{CAR} or \texttt{CDR} to this list. Suppose we try writing the following

\[ \texttt{(CAR (A B C))} \]

Compare this with the form

\[ \texttt{( + (* 3 5) 2)} \]

Remember that in evaluating the \texttt{+} expression, LISP first evaluated the \texttt{*} subexpression. The same thing happens with the \texttt{CAR} expression. LISP first tries to evaluate the subexpression \((\texttt{A B C})\). LISP assumes that any atom at the head of a list that is not known to be a reserved word must be a function. Therefore, by Rule 2, it tries to apply the function \texttt{A} to the values of the symbols \texttt{B} and \texttt{C}. This is not what we want. We want \((\texttt{A B C})\) to be left alone.

To do this, we use the reserved word \texttt{QUOTE}. \texttt{QUOTE} returns its one argument unevaluated. That is,

\[ \texttt{(QUOTE expression)} \Rightarrow \texttt{expression} \]

Since \texttt{QUOTE} turns out to be a very commonly needed function, LISP provides an abbreviation. An expression of the form \texttt{'}exp is transformed by the function \texttt{READ} into \texttt{(QUOTE exp)}. Thus to get the list \((\texttt{A B C})\) we can use either

\[ \texttt{(QUOTE (A B C))} \]

or

\[ \texttt{'(A B C)} \]
To get pieces of this list, we write

\[
\begin{align*}
& (\text{CAR} \ (\text{QUOTE} \ (A \ B \ C))) \Rightarrow A \\
& (\text{CDR} \ (\text{QUOTE} \ (A \ B \ C))) \Rightarrow (B \ C) \\
& (\text{CAR} \ (\text{CDR} \ (\text{QUOTE} \ (A \ B \ C)))) \Rightarrow B
\end{align*}
\]

What happens if we take the \text{CDR} of a list of one element? Watch!

\[
(\text{CDR} \ (\text{QUOTE} \ (A))) \Rightarrow ()
\]

The \text{CDR} of a list that has one element is the empty list, which reasonably enough is written \((\)). In Lisp the empty list \((\)) is the value of the symbol \text{NIL}. Thus \text{NIL} stands for the empty list as well as \text{false}.

Given \text{CAR} and \text{CDR}, we can write a \text{LOOP}, analogous to our first one, that sums up the numbers in a list \(L\) of numbers (see Figure 1.4).

\[
(\text{LET} ((\text{SUM} \ 0)) \\
(\text{LOOP} \ (\text{IF} \ (\text{EQUAL} \ L \ \text{NIL}) \ (\text{RETURN} \ \text{SUM})) \\
(\text{SETQ} \ \text{SUM} \ (+ \ \text{SUM} \ (\text{CAR} \ L))) \\
(\text{SETQ} \ L \ (\text{CDR} \ L)))
\]

\textbf{FIGURE 1.4} Expression to add a list of numbers

If \(L\) were assigned the value \((1 \ 2 \ 3 \ 4)\), then this expression would return the value 10.

So far we have seen how we can decompose a list using \text{CAR} and \text{CDR}. Of course, lists have to be built up as well as taken apart. To build them, we use the function \text{CONS}. \((\text{CONS} \ x \ l)\) creates a new list with \(x\) as the first element followed by the elements of \(l\).

For example,

\[
(\text{CONS} \ (\text{QUOTE} \ A) \ (\text{QUOTE} \ (B \ C))) \Rightarrow (A \ B \ C) \\
(\text{CONS} \ (\text{QUOTE} \ B) \ \text{NIL}) \Rightarrow (B)
\]

What happens if we \text{CONS} an atom onto another atom (besides \text{NIL}, which represents the empty list)?

\[
(\text{CONS} \ \text{'A} \ \text{'B}) \Rightarrow (\text{'A} \ \text{'B})
\]

This is called a “dotted pair.” Dotted pairs are actually the fundamental data structures of Lisp, but we delay describing them until later, in the section called “Inside Lisp.”

Note that for any non-empty list, the following identity holds:

\[
(\text{CONS} \ (\text{CAR} \ \text{list}) \ (\text{CDR} \ \text{list})) = \text{list}
\]

There are two other very handy functions for building lists: \text{APPEND} and \text{LIST}. \text{APPEND} takes two or more arguments, all of which should be lists
(empty lists are allowed), and returns a list built from the elements of each list. For example,

\[
\text{APPEND '(A B) '(C D)} \Rightarrow (A B C D) \\
\text{APPEND '(A) '(B (C))} \Rightarrow (A B (C)) \\
\text{APPEND '(A B) NIL) \Rightarrow (A B)
\]

LIST takes one or more arguments and makes a list with them as elements. Thus

\[
\text{LIST 'A 'B 'C 'D) \Rightarrow (A B C D)} \\
\text{LIST '(A B) '(C D)) \Rightarrow ((A B) (C D)) \\
\text{LIST '(A B) NIL) \Rightarrow ((A B) NIL)
\]

1.4 Tree Structures

We now explore several common cases involving the decomposition and rebuilding of LISP data structures.

Consider the class of LISP arithmetic expressions:

1. A number is an arithmetic expression.
2. If \( exp1 \) and \( exp2 \) are arithmetic expressions, then \( + \ exp1 \ exp2 \) is an arithmetic expression.
3. If \( exp1 \) and \( exp2 \) are arithmetic expressions, then \( * \ exp1 \ exp2 \) is an arithmetic expression.

Now suppose we wanted a function that would compute the value of an arbitrary arithmetic expression. We define a new LISP function COMPUTE to do this. It takes a LISP arithmetic expression and computes its value. Obviously, COMPUTE is imitating part of the behavior of EVAL.

A definition of COMPUTE is given in Figure 1.5.

The LISP function NUMBERP returns true if its argument is a number, and false otherwise.

The reserved word DEFUN is used to define new functions. In this case, we are defining a function named COMPUTE that takes one argument. The symbol AE will be bound to that argument when the function is called. The rest of the definition is an expression giving the value of COMPUTE. This expression is a COND-form.

In general, DEFUN-expressions are written like this:

\[
\text{(DEFUN name \{symbol\} \{expression\})}
\]

This defines name as a function with the symbols as the names of the function’s local variables (also called formal variables), and a function body
(DEFUN COMPUTE (AE)
  (COND ((NUMBERP AE) AE)
        ((EQUAL (CAR AE) '+)
         (+ (COMPUTE (CAR (CDR AE)))
            (COMPUTE (CAR (CDR (CDR AE))))))
        ((EQUAL (CAR AE) '*)
         (* (COMPUTE (CAR (CDR AE)))
            (COMPUTE (CAR (CDR (CDR AE))))))
        ))

FIGURE 1.5 Function to evaluate Lisp arithmetic expressions

made up of the expressions. The result of calling name with a set of arguments is found by binding the values of the arguments to the local variables, evaluating the expressions of the function body in order, and returning the value of the last expression evaluated.

In the definition of COMPUTE, notice that each clause of the COND exactly mirrors each clause of the recursive definition of "arithmetic expression." The first clause tests whether AE is a number. If it is, then the value of the arithmetic expression is just that number.

The second clause checks the CAR of the expression to see whether it is the symbol +. If it is, then the value of the whole expression is the sum of the values computed for the two subexpressions: (CAR (CDR AE)), which is the second element of AE, and (CAR (CDR (CDR AE))), which is the third.

* is handled like +, except that the two subexpression values are multiplied.

At this point it becomes relevant to introduce two more abbreviations. It is somewhat tiresome to have to write (CAR (CDR (CDR . . . .))), so Lisp allows you to abbreviate such expressions by just writing (CADDR . . .). In general, CxxxxXR may be used, where the x’s are replaced with A’s and D’s. (In most versions of Lisp, at most four A’s and D’s may be written.) The most interesting part of COMPUTE is its use of recursion. Many people have trouble grasping recursion at first. It helps to realize that recursive procedures are most often applied to recursively defined data structures that are to be decomposed. If you can grasp the data-structure definition, the program to operate on it will be clear. (Consider trying to write COMPUTE without using recursion.)

This example is also a demonstration of how easy it is to write language interpreters in Lisp. In this case, of course, the language being defined is a subset of Lisp itself, but this need not always be the case. It is not uncommon in Lisp to have programs which operate on other Lisp programs, as we shall see.
1.5 Lists

We can formally define the notion of a *list* as follows:

1. **NIL** is a list.
2. If *expression* is an expression and *list* is a list, then the result of 
   \( \text{(CONS expression list)} \) is a list.

Since this is a recursive definition, it is natural to think of using recursion 
when doing operations on lists. For example, Figure 1.6 defines the function 
**SQUARE-LIST** which takes a list of numbers and returns a list of their 
squares.

```lisp
(defun square-list (l)
  (cond ((null l) nil)
        (t (cons (square (car l))
                  (square-list (cdr l))))))

(defun square (n) (* n n))
```

**FIGURE 1.6** Function to square a list of numbers

(*NULL expression*) is equivalent to (*EQUAL expression NIL*).

In **SQUARE-LIST**, the first element of the list *L* is squared and put on the 
front of the list obtained by applying **SQUARE-LIST** to the rest of *L*. For 
example, (**SQUARE-LIST '(2 3)**) leads to the following chain of 
evaluation:

\[
\begin{align*}
\text{(SQUARE-LIST '(2 3))} & \quad = \quad \text{(CONS (SQUARE 2) (SQUARE-LIST '(3))} \\
& \quad = \quad \text{(CONS 4 (CONS (SQUARE 3) (SQUARE-LIST NIL))} \\
& \quad = \quad \text{(CONS 4 (CONS 9 NIL))} \\
& \Rightarrow \quad (4 \ 9)
\end{align*}
\]

In the definition of **SQUARE-LIST**, there is one **COND**-clause for each 
clause of the recursive definition of lists. If the list *L* is empty then the list of its 
squares is empty, too. Otherwise, the list of squares is obtained by **CONS**ing the 
square of the first element onto the squares of the rest of the elements.

The function **SQUARE-LIST** takes a list and transforms it into a list of 
equal length. It is just as easy to write a function that selects some elements and 
ignore others, thereby returning a list that is longer or shorter than the input list.
For example, Figure 1.7 defines \texttt{SQRT-LIST}, which takes a list of positive and negative numbers and returns a list of the square roots of the non-negative elements of the list.

\begin{verbatim}
(DEFUN SQRT-LIST (L)
  (COND ((NULL L) NIL)
    ((< (CAR L) 0) (SQRT-LIST (CDR L)))
    ((EQUAL (CAR L) 0)
      (CONS 0 (SQRT-LIST (CDR L))))
    (T (CONS (SQRT (CAR L))
       (CONS (- (SQRT (CAR L)))
            (SQRT-LIST (CDR L))))))

FIGURE 1.7 Function to take the square-root of each of a list of numbers
\end{verbatim}

This function has one test for the empty list, and three \texttt{COND}-clauses for the recursive part of the list definition. If the \texttt{CAR} of \texttt{L} is less than zero, we skip over it by just taking \texttt{SQRT-LIST} of the \texttt{CDR}. If it’s zero exactly, we \texttt{CONS} a zero onto the remaining square roots. If it’s positive, we have to include both the positive and negative roots. Thus one input list element can lead to zero, one, or two output elements. For example,

\[(\texttt{SQRT-LIST '(-9 0 4 -25)}) \Rightarrow (0 2 -2)\]

As an example of another list-building function, we shall define the function \texttt{REVERSE}. \texttt{(REVERSE list)} returns a list of the elements of \texttt{list} backwards. It already exists in LISP but it is instructive to define it ourselves.

One way of defining it is given in Figure 1.8.

\begin{verbatim}
(DEFUN REVERSE (L)
  (LET ((RESULT NIL))
    (LOOP (IF (NULL L) (RETURN RESULT))
      (SETQ RESULT (CONS (CAR L) RESULT))
      (SETQ L (CDR L))))

FIGURE 1.8 Function to reverse a list
\end{verbatim}

Notice how in an iterative loop, the function \texttt{CONS} naturally builds a list backwards.
Notice also that REVERSE binds values to symbols in three different ways. First, L is the formal variable of the function and is bound to whatever list REVERSE is applied to. Second, RESULT is the local variable of the LET and is bound to NIL initially. Third, during the loop both RESULT and L are explicitly assigned new values with the reserved word SETQ.

Both L and RESULT are local to the function REVERSE. That is, they are unaffected by the values of L and RESULT in any other function or expression, nor do they affect such values. It is a matter of good programming practice to make sure that all the variables used in a function are local, if at all possible, in order to avoid unexpected interferences between functions.

1.6 Mapping Functions

The control structure of SQUARE-LIST is so common that LISP provides facilities for doing it more directly. We do this with the function MAPCAR.

\[
\begin{align*}
(\text{DEFUN}\ SQUARE-LIST\ (&)\\
\quad (\text{MAPCAR}\ (\text{FUNCTION}\ SQUARE\ L))
\end{align*}
\]

FUNCTION is a reserved word. It's very similar to QUOTE, but we use it whenever we specifically want to refer to a LISP function, as opposed to a symbol or other S-expression. So far, we've seen function-names used in function definitions, i.e., DEFUN-forms, and in function calls, where the function-name is the CAR of a list that's being evaluated. But this is the first time we've seen a function-name passed as an argument.

Since FUNCTION is so common, LISP uses a special notation for it. An expression written as # \text{'exp} is transformed by the function READ into (FUNCTION \text{exp}). So we could rewrite the definition of SQUARE-LIST this way:

\[
(\text{DEFUN}\ SQUARE-LIST\ (&)\\
\quad (\text{MAPCAR}\ #'\text{SQUARE~}\ L))
\]

MAPCAR is a mapping function. In its simplest form, it takes two arguments, a function and a list, and returns a new list consisting of the values of the function applied to the elements of the original list.

\[
(\text{MAPCAR}\ #'\text{SQUARE}\ '(3\ -2\ 12\ 4))
\]

\[
=\ \text{(LIST}\ (\text{SQUARE}\ 3)\\
\quad (\text{SQUARE}\ -2)\\
\quad (\text{SQUARE}\ 12)\\
\quad (\text{SQUARE}\ 4))
\]

\[
\Rightarrow (9\ 4\ 144\ 16)
\]

MAPCAR could be defined as in Figure 1.9.
(DEFUN MAPCAR (F L)
  (COND ((NULL L) NIL)
        (T (CONS (FUNCALL F (CAR L))
             (MAPCAR F (CDR L))))))

FIGURE 1.9 Definition of MAPCAR (one list)

FUNCALL is a function that takes an arbitrary number of arguments. The first one should evaluate to a function. FUNCALL calls that function, passing to it the values of the rest of FUNCALL's arguments.

For example

(FUNCALL (CAR (LIST #'CONS #'APPEND #'FOO))
     'A NIL)

⇒ (CONS 'A NIL)

⇒ (A)

In general

(FUNCALL function {expression}*)

⇒ (value-of-function {expression}*)

There are other mapping functions: MAPC, MAPCAN, EVERY, and SOME. In COMMON LISP, MAPCAR, MAPCAN, and MAPC actually can take more than two arguments. The first one must be a function. The rest are all lists. If that function takes 2 arguments, for example, then you would call MAPCAR with the name of the function and 2 lists. For example,

(MAPCAR #'CONS '(A B C) '(X Y Z))

⇒ (LIST (CONS 'A 'X)
         (CONS 'B 'Y)
         (CONS 'C 'Z))

⇒ ((A X) (B Y) (C Z))

1.7 LAMBDA Expressions

Suppose we want to take a list of numbers and produce a new list of the same length, consisting of the symbols POS, NEG, or ZERO, such that POS appears in the positions corresponding to positive numbers, NEG in those for negative numbers, and ZERO for the zeros. The code in Figure 1.10 would do this.

However, the function SYM-SIGN will probably never be used anywhere else. It would be more reasonable if we could write the code for it directly in the
MAPCAR expression, without having to make up a name. In fact, we can do this, as shown in Figure 1.11.

```
(MAPCAR #'(LAMBDA (N)
    (COND ((< N 0) 'NEG)
         ((EQUAL N 0) 'ZERO)
         ((> N 0) 'POS)))
    L)
```

FIGURE 1.11 Example of mapping a LAMBDA-expression

The general construct, called a functional constant or LAMBDA-expression is

```
(LAMBDA (symbol*) expression*)
```

It is a function without a name. When called, it is evaluated just like a function, by first binding the symbols (i.e., the local variables) to the arguments, and then evaluating the expressions in the body of the LAMBDA.

This may seem strange at first, because in most programming languages, all functions have to have names. In LISP, however, a function can be created and used without ever giving it a name, in much the same way as expressions can. Consider the expression

```
(SETQ X (+ (* 5 3) 2))
```

We could get the same result by writing

```
(SETQ TEMP (* 5 3))
(SETQ X (+ TEMP 2))
```

That is, we might save the value of (* 5 3) by assigning it to a variable, but we don't have to, and unless we're going to need that value in several places, we probably don't want to. Instead, we would use the expression (* 5 3).
directly as part of another expression. The same thing is true for functions in LISP. While we usually want to save function definitions by giving them names, we don't always. We can use them directly, wherever a function would be used.

For example, we could write

```
(FUNCALL #'(LAMBDA (x) (+ x (/ 1 x)))
       (- (SQUARE A) (SQUARE B)))
```

which is equivalent to

```
(+ (- (SQUARE A) (SQUARE B))
    (/ 1 (- (SQUARE A) (SQUARE B))))
```

except that we avoid recomputing $A^2$ minus $B^2$ by assigning it to the local variable `x`. Using local variables to avoid extra calculations is a handy technique which will be discussed later on.

This use of "nameless" functions is very important in LISP, and a special notation is allowed for it.

```
((LAMBDA (x) (+ x (/ 1 x)))
  (- (SQUARE A) (SQUARE B)))
```

We can eliminate the call to FUNCALL, and we don't have to quote the LAMBDA-expression. This is, in fact, exactly what LET does. We could rewrite this expression as

```
(LET ((x (- (SQUARE A) (SQUARE B)))
       (+ x (/ 1 x)))
```

Finally, DEFUN is just a way of attaching a globally accessible name to a LAMBDA-expression. That is, the following two expressions have approximately the same effect:

```
(DEFUN SQUARE (N) (* N N))
(SETF (SYMBOL-FUNCTION 'SQUARE)
       #'(LAMBDA (N) (* N N)))
```

In some LISPs, including COMMON LISP, the function associated with a symbol is stored separately from other information about that symbol (such as its value). In COMMON LISP, SYMBOL-FUNCTION simply names the place where the function is stored. SETF is a generalization of SETQ, allowing us to store values in "places." We'll see more of SETF shortly.

1.8 Atoms

Numbers and symbols are "primitive": for most purposes, they have no internal structure, and they each have their own particular set of basic operators.
For numbers, there are the various arithmetic functions such as + and *, and the ordering functions such as > and <. For symbols, there are functions for attaching information to them. This is important because symbols have one very useful property — each symbol refers to one, unique data structure. Once information is attached to a symbol, you can get at it easily by giving the symbol’s name. For example, once you have attached a function definition to the symbol SQUARE-LIST, you can access and use that definition whenever you want, just by using the name SQUARE-LIST.

1.9 Inside LISP

Until now we have avoided saying anything about how LISP actually represents lists inside the machine. To some extent we never have to worry about how LISP really does it, but we do need to describe an abstract data structure that is actually quite close to the real thing.

This abstract data structure is called a dotted pair, or sometimes a CONS-cell. A dotted pair is a pair of pointers. A pointer is either the null pointer (i.e., it is a pointer to NIL) or it is a “link” to another dotted pair or an atom. The first pointer is called the CAR of the pair and the second is called the CDR.

There are two ways commonly used to write a dotted pair. First, there is a graphical notation. Graphically, a dotted pair is written as a rectangle divided into a left and a right box. The null pointer is written as a diagonal slash in the appropriate box of the rectangle. An atom is written by putting its printed representation (e.g., a symbol’s name, a number’s value) in the appropriate box. A pointer is written by drawing an arrow from the appropriate box to the next dotted pair. Figure 1.12 shows a dotted pair whose CAR points to a dotted pair of the symbols A and B, and whose CDR is the null pointer.

The LISP notation for dotted pairs is to write a left parenthesis, followed by the LISP notation for the data structure pointed to by the CAR, followed by a period, followed by the LISP notation for the data structure pointed to by the CDR, followed by a right parenthesis. The null pointer is written as NIL, and atoms are written with their names.

Thus the graphical structure in figure 1.12 is written as

\[(\text{A} \cdot \text{B}) \cdot \text{NIL}\]

A list is a special case of dotted-pair structure. A list is either

1. the null pointer, or
2. a dotted pair whose CAR is an expression and whose CDR is a list.

Compare this data structure definition with the CONS procedure one given in the section on “Lists.”
Thus the following are lists:

- NIL
- (A, NIL)
- (NIL, NIL)
- (A, (B, NIL))
- ((A, NIL), NIL)
- ((A, NIL), (B, NIL))

The following are not:

- A
- (A, B)
- (NIL, A)
- (A, (B, C))
- ((A, NIL), B)
- ((A, B), (C, D))

Even though they are more restricted, lists are much more commonly used in LISP than dotted pairs. Almost anything that can be represented with dotted pairs can be represented with lists, although some extra space may be wasted to hold the extra NILs. Many functions, such as the mapping functions, require that their arguments be lists. For example, the following expression is erroneous because the second argument of the MAPCAR is not a list.

```
(MAPCAR #'PRINT '(A, B))
```

Since lists are commonly used but look ugly in dotted-pair notation, LISP uses a different system, called list notation, which includes dotted-pair notation as a special case. It is the notation we have been using all along in this chapter.

The algorithm for writing a (noncircular) dotted-pair structure in list notation is:
1. Set a pointer Q to the beginning of the dotted-pair structure and write a left parenthesis.

2. Write the list notation for the data structure pointed to by the CAR of Q, and reset Q to the CDR of Q.

3. If Q is now the null pointer, then write a right parenthesis. If Q is an atom (other than NIL), then write a space, a period, a space, Q's name, and a right parenthesis. If Q is not an atom, write a space and go to step 2.

List notation in general is a lot easier to read than the equivalent dotted pair notation.

\[
\begin{align*}
(A \cdot \text{NIL}) & = (A) \\
(A \cdot B) & = (A \cdot B) \\
(\text{NIL} \cdot \text{NIL}) & = (\text{NIL}) \\
(A \cdot (B \cdot \text{NIL}))) & = (A \cdot B) \\
((A \cdot \text{NIL}) \cdot (B \cdot \text{NIL})) & = ((A) \cdot B) \\
(A \cdot (B \cdot C)) & = (A \cdot B \cdot C)
\end{align*}
\]

Exercise 1.1
Define the function DOT-PRINT, which will take an arbitrary S-expression and print it in dot notation. Use these expressions:

- `(PRINC "(")` to print a left parenthesis,
- `(PRINC ")")` to print a right parenthesis,
- `(PRINC ",")` to print a period,
- `(PRINC "\)")` to print a space,
- `(PRINC atom)` to print `atom`.

These functions will be described later in the chapter on input/output in LISP.

Exercise 1.2
Define the function LIST-PRINT, which will take an S-expression and print it in standard LISP list notation. Use the same printing expressions as given for DOT-PRINT. Suggestion: write two functions: LIST-PRINT, which starts at step 1; and LIST-PRINT-2, which starts at step 2. This will simplify implementing step 3.

A symbol names a location where a value can be stored, and we can use `SETQ` to store a value in that location. A CONS-cell is a pair of locations, too; to store values there, we use `SETF`. For example,
(SETQ X (CONS 'A 'B)) \rightarrow (A , B)
(SETF (CAR X) 'C) \rightarrow C
X \rightarrow (C , B)
(SETF (CDR X) 'D) \rightarrow D
X \rightarrow (C , D)

SETF, unlike the other functions we have described in this chapter, actually changes internal pointers. This means that its effects are global and permanent. It should therefore be used with care.

The function CONS in Lisp could be defined in terms of SETF if we had available a function that would return an unused dotted-pair cell whenever we wanted it. Suppose this function (which doesn't really exist) were called NEW-CELL. Then a definition of CONS would be

(DEFUN CONS (X Y)
  (LET ((Z (NEW-CELL)))
    (SETF (CAR Z) X)
    (SETF (CDR Z) Y)
    Z))

That is, we would get a new cell, replace the CAR of it with X, and replace the CDR of it with Y. The fact that CONS gets a new cell rather than changing existing cells can be important.

For example, suppose we defined the functions INSERT-1 and INSERT-2, both taking an expression and a dotted pair and returning a dotted pair of the expression and the CDR of the original dotted pair. We define these functions as

(DEFUN INSERT-1 (X L) (CONS X (CDR L)))
(DEFUN INSERT-2 (X L) (SETF (CAR L) X) L)

INSERT-1 builds a new dotted pair, while INSERT-2 changes the old one.

With these definitions, the following sequence of evaluations would occur.

(SETQ X (CONS 'B 'C)) \rightarrow (B , C)
(INsert-1 'A X) \rightarrow (A , C)
X \rightarrow (B , C)
(INsert-2 'A X) \rightarrow (A , C)
X \rightarrow (A , C)

Notice that INSERT-2 has changed the value of X! Furthermore, if we continued this sequence with

(INsert-2 X X)

we would create a circular list. The CAR of X would be X. Graphically this X would be set to the structure in Figure 1.13.
Exercise 1.3
(Very difficult) Write the circular list \( X \) in LISP dotted-pair notation.

One other useful function that changes the internal LISP structures is NCONC, which is like APPEND in that it concatenates two lists together. However, NCONC physically alters the first list so that its final CDR, which used to point to NIL, now points to the second list.

Exercise 1.4
Define NCONC using SETF and CDR. If we set \( X \) to \( (\text{LIST} \ \text{NIL}) \), what is the effect of \( \text{NCONC} \ X \ X \)?

You should never use SETF or any other "destructive" operator to change any part of a constant, such as a quoted list or a literal string. For example, it would seem that \( \text{SMALLP} \ 2 \) should always be true, given the following definition:

\[
(\text{DEFUN SMALLP} \ (N) \\
\quad (\text{MEMBER} \ N \ '(0 \ 1 \ 2 \ 3 \ 4 \ 5)))
\]

But consider the effect of calling \( \text{PERVERSE} \ 2 \):

\[
(\text{DEFUN PERVERSE} \ (N) \\
\quad (\text{LET} \ ((X \ \text{SMALLP} \ N)) \\
\quad \quad (\text{IF} \ X \ (\text{SETF} \ (\text{CAR} \ X) \ \text{NIL})))
\]

After \( \text{PERVERSE} \ 2 \) is called, \( \text{SMALLP} \ 2 \) will return NIL! In fact, if your LISP system can display the function definition for SMALLP, you might see this after PERVERSE was called:

\[
(\text{DEFUN SMALLP} \ (N) \\
\quad (\text{MEMBER} \ N \ '(0 \ 1 \ NIL \ 3 \ 4 \ 5)))
\]

If you didn't know what was going on, you might start believing in ghosts. This short example is unrealistic, but the same problem can occur in large
systems, and can be difficult to track down. It's safest to be conservative and imagine that constants will be stored in read-only memory, and that you will get some drastic hardware fault if you attempt to change them.

1.10 Equality

In the last section we noted that CONS uses fresh cells when it builds lists. That means that it is possible to build two lists that look the same but are actually separate data structures.

For example, this code

```
(SETQ L1 (CONS 'A NIL)) ⇒ (A)
(SETQ L2 (CONS 'A NIL)) ⇒ (A)
(SETQ L3 L1) ⇒ (A)
```

will generate two lists, L1 and L2, with the same shape and the same components. Since each was built with a separate call to CONS, L1 and L2 will each occupy a different CONS cell. However there was no call to CONS when L3 was assigned the value of L1. Hence L1 and L3 will have the same CONS cell. Should LISP consider L1 and L2 to be equal or not? They are clearly not "as equal" as L1 and L3.

To resolve this dilemma, COMMON LISP provides a hierarchy of predicates that successively broaden the definition of equality. The most restrictive one is EQ:

```
(EQ exp1 exp2)
```

EQ returns T if exp1 and exp2 are exactly the same object. If two symbols have the same name, for example, then they are exactly the same object, so EQ is the test to use when comparing symbols. In the case of CONS-cells, EQ returns T if the CONS-cells are, in fact, the same CONS-cell, not merely CONS-cells with the same components. Hence

```
(EQ L1 L2) ⇒ NIL
(EQ L1 L3) ⇒ T
```

The next equality predicate in the hierarchy is EQL:

```
(EQL exp1 exp2)
```

EQL returns T if exp1 and exp2 are EQ, or if they are numbers with the same type and value, or if they are the same characters.

Next, there's EQUAL:

```
(EQUAL exp1 exp2)
```

EQUAL returns T if exp1 and exp2 are EQL, or if they're CONS-cells whose components (i.e., CAR and CDR) are themselves EQUAL, or if they're
character strings with the same length and same characters. \(\text{EQUAL}\) is also used to compare some other data structures, such as arrays, that we haven’t seen yet.

Note what happens now when we compare our lists with \text{EQUAL}:

\[
\begin{align*}
\text{(EQUAL L1 L2)} & \Rightarrow T \\
\text{(EQUAL L1 L3)} & \Rightarrow T
\end{align*}
\]

We can sketch the definitions of \text{EQL} and \text{EQUAL} in Lisp as shown in Figure 1.14.

\begin{verbatim}
(DEFUN EQL (X Y)
  (COND ((EQ X Y) ; Are they already EQ?
    T)                ; If so, then they’re EQL, too.
    ((AND (INTEGERP X) (INTEGERP Y)) ; Are they both integers?
      (= X Y)) ; Then compare integers.
    (...) ; (Similar checks for other types of numbers)
    ((AND (CHARACTERP X) (CHARACTERP Y)) ; Are they both characters?
      (CHAR= X Y)) ; Then compare characters.
    (T NIL))) ; Otherwise, they’re not EQL.

(DEFUN EQUAL (X Y)
  (COND ((EQL X Y) ; Are they already EQL?
    T)            ; If so, then they’re EQUAL, too.
    ((AND (CONSP X) (CONSP Y)) ; Are they both CONS-cells?
      (AND (EQUAL (CAR X) (CAR Y)) ; Then compare their CARs...
        (EQUAL (CDR X) (CDR Y)))) ; ... and their CDRs.
    ((AND (STRING X) (STRING Y)) ; Are they both strings?
      (STRING= X Y)) ; Then compare strings.
    (...) ; (A few other tests follow here.)
\end{verbatim}

FIGURE 1.14 Sketches of definitions of EQL and EQUAL
The least restrictive equality predicate is called `EQUALP`. Two objects are `EQUALP` if they are `EQUAL`, or if they are the same character (regardless of case), or if they are numbers with the same value (regardless of type), or if they data structures of the same type whose components are themselves `EQUALP`. (We'll see an example of this in Chapter 3.)

As you can see, the question of equality becomes complicated when there are so many kinds of data types in the language. In some of the earliest Lisps, `(EQ X Y)` was true when `X` and `Y` were stored at the same machine address, and integers that could be represented in less than 16 bits, for example, were implemented as addresses, so they were `EQ`, too. Other comparisons were left up to `EQUAL`, and Lisps differed in the way they compared the integer 0, for example, with the floating-point number 0.0, or upper-case letters with lower-case letters.

More recent Lisps tend to have a variety of type-specific equality predicates, such as a test for comparing two integers. "Generic" equality predicates such as `EQUAL` are defined in terms of these more specific predicates as Figure 1.14 shows. From an efficiency standpoint, it is always better to use a type-specific predicate when you know in advance what the types are. One example in COMMON LISP is `=`, which is used for comparing two numbers. Other examples we will use include `STRING=` (for strings) and `CHAR=` (for characters). Up to now, we have used `EQUAL` for all our Lisp examples, but from now on, we will use type-specific predicates.

The main point of looking at `EQUAL`, however, was to point out the parallel between recursive data types (i.e., a data structure whose components are of the same data type, such as a CONS-cell whose CAR and CDR are CONS-cells) and recursive programs (`EQUAL` calls itself).

### 1.11 Local versus free variables

Consider the code in Figure 1.15. The function `PRINT-WARNING` takes an expression, prints some warning message with the expression, reads a "response" (presumably something you type at the terminal), and returns either the expression that you typed if your response is non-NIL, or else the original expression.

In this function, the variables `BAD-FORM` and `RESPONSE` are local, lexically scoped variables. `BAD-FORM` is a LAMBDA-variable, since functions are really LAMBDA-expressions; it is bound to the value that is passed to `PRINT-WARNING`. `RESPONSE` is also a LAMBDA-variable, since `LET` is equivalent to a LAMBDA-expression; it is initially bound to NIL when the `LET`-form is entered, and then set to whatever you type, i.e., whatever `READ` returns. The binding between these names and values exists only inside the function `PRINT-WARNING`. (To be more precise, it is the binding of values
to names that is lexical.) Other functions might also have local variables named BAD-FORM and RESPONSE, but any bindings those functions might establish are completely separate from these bindings, even if those functions are called while PRINT-WARNING is being executed.

The variable *WARNING-MSG*, on the other hand, is a non-local or free variable in PRINT-WARNING. That is, it is not a locally bound variable in any LET or LAMBDA in PRINT-WARNING. The form

```
(DEFVAR *WARNING-MSG* "Problem:"
)
```

declares *WARNING-MSG* to be a special variable and assigns it an initial, global value, the string "Problem:". If we called PRINT-WARNING from the top level, this is the string that would be printed. But special variables can be temporarily bound to other values, and the temporary binding is accessible everywhere. This is what happens in the function ATOM-WARNING. *

*WARNING-MSG* is bound to the string "Unrecognized atom:" by the LET-form, and this binding remains in effect while the code inside the LET-form is executed. That code consists of a call to PRINT-WARNING, so if PRINT-WARNING is called from ATOM-WARNING, the string "Unrecognized atom:" will be printed. As soon as we return from executing the LET-form inside ATOM-WARNING, however, the previous value of *WARNING-MSG* is restored. This is called dynamic scoping; again, it is the binding that is dynamic.

It is necessary to declare *WARNING-MSG* to be special. If the DEFVAR had been omitted, then PRINT-WARNING would cause an error when it tried to print the value of *WARNING-MSG*, since *WARNING-MSG* would be "unbound." In ATOM-WARNING, *WARNING-MSG* would be a local,
lexically bound variable whose value is never used. The fact that PRINT-WARNING is called while this lexical binding is in effect makes no difference; the lexical binding is invisible outside ATOM-WARNING, so PRINT-WARNING would still get an "unbound variable" error.

Thus, while we normally think of LET and LAMBDA as creating lexical bindings for local variables, we see now that they may not; they are also used to create dynamic bindings for special variables. This is why special variables must be declared; the ambiguity must be resolved, since the mechanisms for creating lexical and dynamic bindings are different.

In some Lisps, this ambiguity doesn’t arise; they rely on different syntax for lexical and dynamic bindings. In Chapter 2, we’ll see how to define a macro that works like LET but automatically declares its variables to be special.

However, there is a real question as to whether one wants to make it easy to use special variables. We believe that they should be avoided. They incur substantially more overhead than lexical variables, but more importantly, special variables tend to make for bad code.

For one thing, they make code harder to debug. If a variable is local, we know that its value cannot change between one use and the next inside a function, unless that function changes it. With special variables, this is not true. If we call a subfunction it may, either accidentally or deliberately, change the value of a special variable.

Special variables also make code harder to read since you cannot ascertain the significance of a special variable by looking at the immediately surrounding code. Special variables should therefore always be given mnemonic, visually striking names (such as prefix and postfix asterisks), and they should be set apart in the code. Declaring them special at the start of your code is a good way of doing the latter.

1.12 LISP style

The functions defined in this book are written according to a number of general stylistic rules.

Indentation

Unindented LISP code is unreadable by anyone except the machine. Misleadingly indented code is even worse. This book contains lots of explicit examples of indentation. The general rule is to use spaces liberally — it takes LISP almost no time at all to ignore them. Lines should be short, with only one expression, unless there are several atoms in a row.

When you have to break an expression up into several lines, there are several standard options for where to start the second line. Figure 1.16 has two alternative indentations of the definition of SQUARE-LIST.

There are some special rules for indentation. Function definitions should
always have the DEFUN, the function name, and the variable list on the same line. If the rest of the definition is too long, it is put on succeeding lines, indented at least one space.

Naming

Choose variable and function names so that they suggest something (the right thing!) to the naive reader. Don’t call a function to embed a graph in a plane FEGP — call it GRAPH-EMBED. But don’t expect names to replace comments. Good names can only remind the reader of what is happening.

Set up some conventions for naming things consistently. For example, have some standard way of naming global variables. In this book, we use the convention that all global and special variables have asterisks ("*")) as the first and last characters.

Boolean variable and functions (i.e., whose values are either true or false) should be given names like F00P or F00-P (P for predicate) or IS-F00 or F00?. COMMON LISP uses the letter P as a suffix for almost all predicates. Sometimes a hyphen precedes the P, depending on whether the predicate already contains a hyphen, whether it is a type-specific predicate, and whether it is generated by DEFSTRUCT; see the COMMON LISP manual [102] for examples.

Comments

In COMMON LISP, comments are signalled by a semicolon. When READ sees a semicolon, it ignores all the remaining characters on that line. Thus you can write anything you want on a line after a semicolon.

Programs in Lisp require as much commenting as in any other language. Try to have a structure to your comments, such as specifying in a fixed order, for each function, what its input variables represent, what kinds of values it is expected they will have, what global variables the function uses, and what kind of value the function returns.
Be sure to keep your comments up to date. If you are changing your code a lot, remove the comments until things settle down. A misleading comment can be worse than no comment at all.

Function Size

Functions should be small, certainly never more than twenty lines. If things start to nest deeply, e.g., if you have ten levels of parentheses, then start breaking up the subexpressions into subfunctions, in order to give the poor reader a rest.

Beware of indiscriminate break-up however. If you have to use several global variables, or more than three or four arguments to the subfunctions, or have trouble coming up with better names than F001, F002, and so on, then you are probably breaking things up the wrong way. Try using FLET and LABELS to define local functions, just as you would use LET to define local variables.

Cleverness

Avoid it. Clever tricks are those that depend on how a particular LISP system is implemented. For example, your LISP may implement atoms as lists, but not all Lisps do this, and hence any code using this fact will not be transportable. As another example, in UCI LISP, MAPC always returns NIL, but in COMMON LISP it returns the value of the second expression evaluated. Thus, in UCI LISP the following code would call MAPC and then BAZ, but in COMMON LISP it would call MAPC and then F00:

```lisp
(COND ((MAPC (FUNCTION TEST) '(A B C))
       (F00))
      (T (BAZ)))
```

LISP has several functions that, like MAPC and PRINT, exist solely for their side-effects. It's not a good idea to depend on their values at all.

To paraphrase Samuel Johnson, we advise you to look over your code very carefully, and whenever you find a part that you think is particularly fine, strike it out.

1.13 Keywords

In the Lisp programs we've seen so far, functions are called with the same number of arguments as their LAMBDA-definitions, and in the same order. So when we write

```lisp
(DEFUN LIMIT (N LOWER-BOUND UPPER-BOUND)
             (MAX LOWER-BOUND (MIN N UPPER-BOUND)))
```
then we call it like this:

```lisp
(LIMIT -4 1 10) ⇒ 1
```
Inside the body of LIMIT, the variable N would have the value -4, LOWER-BOUND would have the value 1, and UPPER-BOUND would have the value 10. COMMON LISP allows us to be more flexible, however, and this flexibility is useful in a number of ways.

We could define LIMIT this way:

```
(DEFUN LIMIT (N &KEY LOWER-BOUND UPPER-BOUND)
  (MAX LOWER-BOUND (MIN N UPPER-BOUND)))
```

and call it this way:

```
(LIMIT -4 :LOWER-BOUND 1 :UPPER-BOUND 10) => 1
```

to achieve the same effect as before. But we could also switch the order of the keywords, like this:

```
(LIMIT -4 :UPPER-BOUND 10 :LOWER-BOUND 1) => 1
```

and get the same result.

&KEY is a lambda-list keyword. There are several others, such as &OPTIONAL and &REST, all defined in the COMMON LISP manual. We discuss some of them at the end of this chapter.

:LOWER-BOUND and :UPPER-BOUND are called keywords. As far as LISP is concerned, keywords are self-evaluating constants, like numbers; the value of the symbol :LOWER-BOUND is :LOWER-BOUND itself. Here, they serve to name the variables LOWER-BOUND and UPPER-BOUND, which are called the keyword parameters.

1 and 10 are the keyword values, that is, the values associated with the keyword parameters.

This convention enables us to specify the arguments by naming their positions, instead of having to remember the order in which to pass the arguments.

Keyword values are optional. If you don’t supply them, they default to NIL (or a value that you specify). Thus,

```
(LIMIT -4 :UPPER-BOUND 10)
```

would be equivalent to

```
(LIMIT -4 :LOWER-BOUND NIL :UPPER-BOUND 10)
```

Using NIL as a default in this example would cause an error when MAX was called. However, you can specify what the default values should be.

```
(DEFUN LIMIT (N &KEY (LOWER-BOUND 0)
  (UPPER-BOUND 100))
  (MAX LOWER-BOUND (MIN N UPPER-BOUND)))
```

In this example, if you don’t specify a value for LOWER-BOUND, it will have the value 0. If you don’t specify a value for UPPER-BOUND, it will have the value 100.
Note that the first parameter, \( N \), is \textit{required}. You can’t specify its value by calling
\[
\text{LIMIT :N 10 ...}
\]
In all the examples prior to this section, all the parameters were required. Of course, you can make \textit{all} the parameters into keyword parameters by writing
\[
\text{DEFUN LIMIT (&KEY N LOWER-BOUND UPPER-BOUND) ...}
\]
That is, the symbol \&KEY separates the required parameters from the keyword parameters.

An example of a useful LISP function that uses keywords is \texttt{MEMBER}.

\[
\text{(MEMBER item list)}
\]
\texttt{MEMBER} tests to see whether \textit{item} is in \textit{list}. If not, \texttt{MEMBER} returns \texttt{NIL}. If so, \texttt{MEMBER} returns the tail of the list, starting with \textit{item}. Thus,

\[
\begin{align*}
\text{(MEMBER 1 '(2 3 4))} & \Rightarrow \text{NIL} \\
\text{(MEMBER 3 '(2 3 4))} & \Rightarrow (3 4)
\end{align*}
\]

But what exactly does it mean for an item to be \textit{in} a list? Presumably, we want to test whether \textit{item} is “the same” as some element of \textit{list}, but as we have seen, there are various notions of what it means to be “the same.”

\texttt{MEMBER} has a keyword parameter called \texttt{TEST} that is used for comparing \textit{item} to each element of \textit{list}. The default value for \texttt{TEST} is the predicate \texttt{EQL}. We could use any other test to change the behavior.

Suppose we wanted to look through a list of numbers, \( L \), for one that was “close” to some other number, \( N \), where “\( x \) is close to \( y \)” meant that the difference between \( x \) and \( y \) was less than 3. We could write
\[
\begin{align*}
\text{(DEFUN PRETTY-CLOSE (X Y) (< (ABS (- X Y)) 3))} \\
\text{(MEMBER N L :TEST #'PRETTY-CLOSE)}
\end{align*}
\]
or in more compact form,
\[
\begin{align*}
\text{(MEMBER N L :TEST #'(LAMBDA (X Y) (< (ABS (- X Y)) 3)))}
\end{align*}
\]

Finally, keywords are also useful outside the context of lambda-lists. Since they are constants, they are useful as symbolic values:
\[
\begin{align*}
\text{(IF (EQ (NAME CHESS-PIECE) :ROOK) } \\
\text{MOVE-LATERALLY ... )} \\
\text{(SETF (FUEL-GAUGE) :FULL) } \\
\text{(IF (MEMBER COLOR '(' :BLUE :GREEN :RED) ... )}
\end{align*}
\]

For simple LISP programs, this has the same effect as using non-keyword symbols ("ROOK", "FULL", ...), but COMMON LISP has a mechanism called
a package that is especially useful for large programs. Symbols belong to packages, and the symbol \texttt{FULL} in package \textit{A} is \textit{not the same} as the symbol \texttt{FULL} in package \textit{B}. If a large program is written in different modules, each module can use a different package and thereby avoid collisions in names of functions. But when code from different modules \textit{want} to use the same symbolic constant, they can use keywords. Keywords are simply symbols that belong to the keyword package. \texttt{:FULL} is the symbol \texttt{FULL} in the keyword package, easily recognized by the leading colon. No matter what package you’re currently using, it’s always safe to use keywords. As Gertrude Stein would say, \\
\texttt{:ROSE EQ :ROSE EQ :ROSE}.

We also use keywords as \textit{syntactic markers}. \texttt{Lisp} allows you to extend the syntax of the language through the use of macros (see the next chapter), and keywords are an excellent means of separating the “noise words” from the rest of the expression. We’ll see an example of keywords in macros in Chapter 3.

\subsection*{1.14 More lambda-list keywords}

In the previous section, we saw the effect of using \&\texttt{KEY} in a lambda-list. Another useful lambda-list keyword is \&\texttt{REST}; the variable following \&\texttt{REST} will be bound to the list of remaining arguments. For example,

\begin{verbatim}
(DEFUN ALPHA (A B &REST Z) (LIST A B Z))
(ALPHA 1 2) \Rightarrow (1 2 NIL)
(ALPHA 1 2 3) \Rightarrow (1 2 (3))
(ALPHA 1 2 3 4) \Rightarrow (1 2 (3 4))

(DEFUN LIST (&REST ARG\texttt{S}) ARG\texttt{S})
; A possible definition for LIST
\end{verbatim}

You can define a function with \textit{optional} arguments by using the lambda-list keyword \&\texttt{OPTIONAL}. You can also specify what value should be used if the argument is omitted.

\begin{verbatim}
(DEFUN BETA (A &OPTIONAL B) (LIST A B))
(BETA 1) \Rightarrow (1 NIL)
(BETA 1 2) \Rightarrow (1 2)
(BETA) \Rightarrow error: A is not optional.
(BETA 1 2 3) \Rightarrow
    error: BETA takes at most two arguments.

(DEFUN GAMMA (A &OPTIONAL (B 13)) (LIST A B))
(GAMMA 1) \Rightarrow (1 13)
\end{verbatim}

There are other lambda-list keywords. The one that we’ll use most often is \&\texttt{BODY}. It’s just like \&\texttt{REST}, but it’s used with macros (see Chapter 2).
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